
Code & Results

Overview

Limitation of DUSt3R on Dynamic Scenes

As this is mainly a data issue, we propose a simple approach to adapt DUSt3R to dynamic 
scenes, by fine-tuning on a small set of dynamic videos, which surprisingly works well

• Task: estimating global geometry given a casually-
captured monocular video of dynamic scenes, in a
primarily feed-forward manner

• Existing methods rely on multi-stage pipelines or
global optimizations that decompose the problem
into subtasks, complex and prone to errors

• How: we take a geometry-first approach that directly
estimates per-timestep geometry of dynamic scenes

• Key insight: by simply estimating a pointmap for
each timestep, we adapt DUSt3R's representation,
previously used for static scenes, to dynamic scenes.

• Challenge: despite the scarcity of training data, we
show that by posing the problem as a fine-tuning
task, strategically training the model on limited data
can surprisingly enable it to handle dynamics

Pointmap Representation of DUSt3R

Given two frames, DUSt3R estimates two corresponding 
pointmaps (xyz coordinates for each pixel), aligned in the 
camera coordinate system of the first frame; from which, 
camera intrinsics, pose, and depth can be derived

No constraint on dynamic/static scenes in the representation! 
But how does the model actually work for dynamic scenes? ->

Quantitative & Qualitative results 
Table 2: Camera pose estimationTable 1: Video depth evaluation

Dynamic Global Point Cloud
for video input, aggregate pairwise results to build global point cloud with global alignment
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Given a video of dynamic scene, MonST3R processes it to produce a time-varying dynamic point cloud, 
along with per-frame camera poses and intrinsics, in a predominantly feed-forward manner




